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Abstract: - The importance of information in today's world as it is a key asset for business growth and 
innovation. The problem that arises is the lack of understanding of knowledge quality properties, which leads to 
the development of inefficient knowledge-intensive systems. But knowledge cannot be shared effectively 
without effective knowledge-intensive systems. Given this situation, the authors must analyze the benefits and 
believe that machine learning can benefit knowledge management and that machine learning algorithms can 
further improve knowledge-intensive systems. It also shows that machine learning is very helpful from a 
practical point of view. Machine learning not only improves knowledge-intensive systems but has powerful 
theoretical and practical implementations that can open up new areas of research. The objective set out is the 
comprehensive and systematic literature review of research published between 2018 and 2022, these studies 
were extracted from several critically important academic sources, with a total of 73 short articles selected. The 
findings also open up possible research areas for machine learning in knowledge management to generate a 
competitive advantage in financial institutions. 
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1 Introduction 
Time analysis is critical because financial 
institutions consistently implement the credit 
scoring model over time.  Therefore, due to the 
complexity and flexibility of the training process, 
ML methods can be more sensitive to overtime 

disturbances. It is susceptible to overfitting 
problems and may become unstable over time. 

In addition, there is a lack of ability to account 
for time complexity in actual business operations. 
Everything depends on the model life cycle, from 
data collection, model development, and validation 
to the final model. This model can present new 
challenges and uncertainties to the generalization of 
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ML models over time. ML production 
representations are generally scheduled for the 
model to be applied at least one year after the 
development data period. 

The motivation for this study stems from the fact 
that to access loans, applicants must remain enrolled 
in a regular socioeconomic dimension essential to 
repay the money. Applicants are concerned about 
whether they are good repayers and to ensure that 
they can meet the requirements they expect based on 
their client activities. The study contributes not only 
to the collection of citations and empirical 
evaluation of studies on personal credit evaluation 
but also addresses the measurement of Machine 
Learning methods to influence bank lending 
processes in a formalized financial institution with 
cash flow, which provides a particular interest rate 
and certain loan application requirements. 

This survey includes empirical reviews of 
personal credit score surveys and extends the 
literature that incorporates information provided by 
banks or financial institutions regarding the services 
offered. This article is divided into Chapter 1-
Introduction, Chapter 2-Methodology, Chapter 3-
Results a, and Chapter 4-Conclusions for future 
work. 
 

 

2 Methodology 
This paper conducts a research study on the personal 
credit scoring process using machine learning. This 
work is called a preliminary survey because it is the 
first time it has been conducted. We believe that this 
review is part of an evidence-based personal credit 
assessment. It aims to collect research that can be 
used to implement machine learning methods, 
models, or approaches. The review articles are 
elaborated based on a methodology, which gives us 
very clear steps to make a review article, that 
methodology is called the "Systematic Literature 
Review", it is a methodology to make articles, and 
therefore, it is a starting point like all research, to 
establish the problems of something unknown or 
something that you want to optimize, and the 
objectives that you want to achieve. The review tells 
us what are the problems we have and what things 
we want to achieve as point number one, then, we 
look for good sources of information, because it is a 
systematic review of the literature, but in this case, 
the literature that we review, are scientific articles, 
we do not review web pages, books, or theses for 
this work, as point number two. Then, we have to do 
a systematic, orderly, and rigorous search with 
search equations. We can find hundreds, thousands, 
or hundreds of thousands, but it has to be done with 

a systematic, orderly and rigorous filter, and we will 
be left with 70 to 80 articles as point number three. 
After these articles are reviewed, we answer the 
questions as point number four. When we generate 
the answers to these questions, we will have the 
fundamental input to prepare the review article, 
which has all the parts of an article as point number 
five; its title, its authors, its affiliation, its summary, 
its keywords, the sources of information, likewise, it 
has the result of showing the answers raised in point 
number one. This is the overview of how review 
articles are developed, as shown in Figure 1. 
 

 
Fig. 1: SRL methodology. 
 
2.1 Formulation of Questions and Objectives 
There are two specific problems tracked in the meta-
analysis presented in Table 1. 
 

Table 1. Research questions 
Research Question 

Motivation 
Motivation 

RQ1: What are the methods 
used to apply machine 
learning for personal credit 
assessment? 

Demonstrate which methods 
are used to apply machine 
learning for personal credit 
evaluation. 

RQ2: What complementary 
methods are used to apply 
machine learning for personal 
credit assessment? 

Demonstrate which 
complementary methods 
apply machine learning for 
personal credit assessment. 

 
2.2 Search Equation 
 
2.2.1 Search Sources 

Systematic literature searches take information from 
11 search sources and use search terms to create 
general research equations. 

 Taylor & Francis 

 ProQuest 

 WOS 

 IEEE Xplore 

 ScienceDirect 

 Scopus 

 EBSCOhost 

 Wiley Online Library 

 IOP 

 ERIC 

 Google Scholar 
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2.2.2 Search Equations 
The search terms used in this study, applying the 
terms of use of each source, are shown in Table 2. 
 

Table 2. Search Equations 
Fuente Generic research equation 

Taylor & 
Francis 

[All: machine learning] AND [All: personal 
credit evaluation] AND [[All: method] OR 
[All: methodology] OR [All: model]] 

ProQuest 
(Machine Learning) AND (Personal Credit 
Evaluation) AND ((method OR methodology 
OR model)) 

WOS 
(Machine Learning) AND (Personal Credit 
Evaluation) AND (method OR methodology 
OR model) 

IEEE Xplore 

("All Metadata":Machine Learning) AND 
("All Metadata":Personal Credit Evaluation) 
AND ("All Metadata":method OR "All 
Metadata":methodology OR "All 
Metadata":model) 

ScienceDirect 
("Machine Learning") AND ("Personal Credit 
Evaluation") AND ("method" OR 
"methodology" OR "model") 

Scopus 

ALL ( ( machine  AND  learning )  AND  ( 
personal  AND  credit  AND  evaluation )  
AND  ( ( method  OR  methodology  OR  
model ) ) ) 

EBSCOhost 
TX Machine Learning AND TX Personal 
Credit Evaluation AND TX ( method OR 
methodology OR model ) 

Wiley Online 
Library 

"Machine Learning" anywhere and "Personal 
Credit Evaluation" anywhere and "method OR 
methodology OR model" anywhere 

IOP 
Machine Learning AND Personal Credit 
Evaluation AND (method OR methodology 
OR model) 

ERIC 
Machine Learning AND (Personal Credit 
Evaluation) AND (method OR methodology 
OR model) 

Google 
Scholar 

("Machine Learning" AND "Personal Credit 
Evaluation" AND method OR methodology 
OR model) 

 
2.3 Studies Identified 
 
2.3.1 Integrated Chart of Numbers of Results by 

Source 

As shown in Figure 2, "n" was found in the 11-
source search formula where (N = 164,793) articles 
were published in 11 sources. The overall results 
published in 11 sources representing the total 
number of pieces sampled were reported. 
 

 
Fig. 2: Consolidated Graph of the Number of 
Results by Source. 
 

2.3.2 Consolidated Matrix of Number of Results 

by Source 

Table 3 shows two search terms for each source, and 
you can apply the search terms and their logical 
relationships to get the total for each reference. This 
will eventually show 11 stars with a total result of 
164,793 for the articles found. 
 

Table 3. Consolidated matrix of the resulting 
number by source 

Source Generic research equation Total 

Taylor & 
Francis 

[All: machine learning] AND [All: 
personal credit evaluation] AND 
[[All: method] OR [All: 
methodology] OR [All: model]] 

13,556 

ProQuest 

(Machine Learning) AND 
(Personal Credit Evaluation) AND 
((method OR methodology OR 
model)) 

135,346 

WOS 

(Machine Learning) AND 
(Personal Credit Evaluation) AND 
(method OR methodology OR 
model) 

9 

IEEE Xplore 

("All Metadata":Machine Learning) 
AND ("All Metadata":Personal 
Credit Evaluation) AND ("All 
Metadata":method OR "All 
Metadata":methodology OR "All 
Metadata":model) 

215 

ScienceDirect 

("Machine Learning") AND 
("Personal Credit Evaluation") 
AND ("method" OR 
"methodology" OR "model") 

9 

Scopus 

ALL ( ( machine  AND  learning )  
AND  ( personal  AND  credit  
AND  evaluation )  AND  ( ( 
method  OR  methodology  OR  
model ) ) ) 

2,225 

EBSCOhost 

TX Machine Learning AND TX 
Personal Credit Evaluation AND 
TX ( method OR methodology OR 
model ) 

64 

Wiley Online 
Library 

"Machine Learning" anywhere and 
"Personal Credit Evaluation" 
anywhere and "method OR 

13,208 
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methodology OR model" anywhere 

IOP 
Machine Learning AND Personal 
Credit Evaluation AND (method 
OR methodology OR model) 

6 

ERIC 
Machine Learning AND (Personal 
Credit Evaluation) AND (method 
OR methodology OR model) 

42 

Google 
Scholar 

("Machine Learning" AND 
"Personal Credit Evaluation" AND 
method OR methodology OR 
model) 

219 

 
2.4 Exclusion Criteria 
 
2.4.1 Exclusion Criteria 

To avoid selection bias and strictly apply the 
criteria, we created a list of objective exclusion 
criteria. As we apply these criteria, we are leaving 
out a large number of articles. When we finish the 
last criterion, we are left with a more manageable 
number of documents, to have around 80 articles 
that will serve to answer the questions of this 
research with distance and objectivity. These criteria 
depended on the study objectives, for which a total 
of 8 exclusion criteria were identified, as shown in 
Table 4 below. 
 

Table 4. Exclusion Criteria 
N Descripción 

Does it 

comply? 

CE1 Articles are older than five years O   
CE2 Articles are not written in the English 

language OR 
  

CE3 The documents are not of article type.   
CE4 The titles and keywords of the articles are 

not very appropriate. 
  

CE5 The articles are not unique.   
CE6 The abstract of the articles is not very 

relevant O   

CE7 The reports do not mention a 
methodology, model, or method O   

CE8 The proposed solution does not apply to 
Customer Service OR 
Teaching_Learning, Recruitment, OR 
Political campaign management. 

X 

 
Of the eight exclusion criteria, five were selected to 
evaluate and investigate the articles found. 
When applying the criteria: 

 CE1: excluded 897 items older than five 

years, resulting in 51,896 items using the 

first criterion.  

 In CE2, we excluded 1,903 items that were 

not OR in English and used a second 

criterion to exclude 49,993 items.  

 CE3: 38,238 items were excluded instead of 

article-type documents for 11,755 items 

when the third criterion was applied.  

 CE4: 11,664 items were excluded, their 

titles and keywords were not very 

appropriate for the article, and 91 items 

were obtained using the fourth criterion.  

 CE5: 18 items are excluded and ambiguous; 

applying the fifth criterion totals 73 items 

and processing them for research. 

 
2.4.2 The Aggregate Number of Results when 

Exclusion Criteria Apply 

Table 5 shows the primary studies. The filters 
applied have two exclusions for each (Filter 1: 
CE1CE2, Filter 2: CE3CE4, and Filter 3: CE5), with 
the final filter being the element after maintaining 
the exclusion criteria. 
 
Table 5. The aggregate number of results when 
exclusion criteria apply 

Source Initials 

Filter 

1: 

CE1-

CE2 

Filter 

2: CE3-

CE4 

Filter 

3: CE5 

Taylor & Francis 13,556 1,732 1,545 6 
ProQuest 135,346 46,459 8.146 16 

WOS 9 9 8 4 
IEEE Xplore 215 8 8 8 
ScienceDirect 9 7 7 2 

Scopus 2,225 1,204 702 25 
EBSCOhost 64 18 18 7 

Wiley Online 
Library 

13,208 2,060 1,313 3 

IOP 6 6 4 2 
ERIC 42 3 2 0 

Google Scholar 219 219 2 0 
Total 164,793 51725 11753 73 

 
2.5 Review of the Studies 
 
2.5.1 The Aggregate Number of Results when 

Exclusion Criteria Apply 

In this section, the answers that appear in each study 
are identified from the full-text studies so that the 
page on which the answers appear can be viewed 
promptly, where the conceptual clarification of the 
research topic can also be started, such as it is 
mentioned in Table 6. 
 

Table 6. The aggregate number of results when 
exclusion criteria apply 

N RQ1 RQ2 RQ3 RQ4 RQ5 RQ6 

[1] 6,12, 
14 

1 1,2 1 10,14,1,8 11,16 

[2] 1,4 1 1 1  2 
[3]  1  1  2 
[4]  1 1 1  3 
[5]  1     
[6] 2,11 1 1 1 3 2,3,8 
[7]  1  1  2 
[8]  1 1 1  2 
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[9] 3 1 2 1 6 8 
[10]  1 1 1   
[11]  1 1 1  6 
[12]    1   
[13]  1 1,2 1 13,14 4 
[14]  1    2 
[15]  1  1 1  
[16]  1  1 2 1,2 
[17] 8 1 1 1   
[18]  1 1 1   
[19]  1 1 1 6  
[20] 5 1 1 1 1 3 
[21]  1  1  1 
[22] 2,3,4 1 1,2 2 6 1 
[23]  1 1 1 1  
[24] 1 1 1 1  3 
[25]  1  1 2,3  
[26]  1 1 1  2 
[27]  1 1,2 1 4 4 
[30]  1 1 1 6 3 
[31]  1 1 1  5 
[32]  2 2 2   
[33]  1 1 1   
[34] 10 1 1 1 6 12 
[35]  1 1 1   
[36] 1,2 1 1 1  1,2 
[37]  1     
[38] 2 1 1,2 1  2,3,4 
[39]  1 1 1   
[40]  1 1 1   
[41] 2 1 1 1   
[42]  1 1 1  2 
[43] 6 1 1,2 1 9  
[44]  1 1 1  2,3 
[45]  1 1 1  9 
[46] 1,2 1 1 1  2,3 
[47] 2,3 1 1 1  4,5 
[48]  1 1 1   
[49]  1 1 1 5 4 
[50]  1 1,2 1 1,4,6,7  
[51] 8,12 1 1,2 1  6,8,10,11, 
[52] 3,7,1,0 12,14     
[53]  1 1,2 1 5,7,11 7,10 
[54] 16 1  2  4,16 
[55] 4 1 1,2 1 6 4 
[56]  1 1,2 1 6 14,19 
[57]  1 1,2 1 16 17 
[58] 8,9 1 1 1  1,2 
[59] 1 2 1 1 9,12 8 
[60]  1 1 1   
[61] 3,4 1  1,2   
[63]  1 1 1   
[64] 2 1 1 1  14,15 
[65]  1 1 1   
[66] 2,3 1 1 1  2 
[67] 4 1 1,2 1  4,8,9,10 
[68]  1 1 1  2 
[69]  1 1 1  1,2 
[70]  1  1 1,2 4 
[71]  1 1 1  4 
[72]  1 1,2 1 5,6,7  
[73]  2 1 2   
 

3 Results 
Answers to RQs. 

RQ1: What are the methods used to apply 
machine learning for personal credit assessment? 

 
Table 7. Definitions of most commonly used ML 
methods for credit evaluation 

N 
ML Method 

Definitions 
References 

Total 

number of 

articles 

1 Supervised 
learning 

[4] [5] [7] [16] [19] [33] 
[34] [37] [40] [41] [45] 
[46] [49] [53] [63] [68] 

16 (22%) 

2 Unsupervised 
learning 

[1] [5] [7] [10] [13] [16] 
[27] [28] [31] [37] [39] 
[41] [46] [56] [61] [63] 

[66] [69] [70] [78] 

20 (27%) 

The definition of supervised learning is used in 
20 (27%) items and also emphasizes complementary 
methods. Finally, the few articles mentioned it, 
totaling 16 (22%). The following are the most 
commonly used machine learning (ML) methods. 
The meanings used to define ML methods are 
unsupervised learning and unsupervised learning. 

 
RQ2: What complementary methods are used to 

apply machine learning for personal credit 
assessment? 

 
Due to the advanced technology associated with 

big data, data availability, and computational power, 
most banks or credit unions are innovating their 
business models [1]. Credit scoring analytics is an 
effective technique for assessing credit risk and is 
one of the major research areas in the banking 
industry [2]. Neural networks are one of the most 
widely used methods to obtain credit scores [3]. 
Using machine learning through modeling and 
prediction, both models were trained on real credit 
card transaction datasets [4]. Currently, these 
functions are performed manually and are subject to 
expert evaluation [5]. Available multiclass 
classifiers, such as random forest algorithms, can 
perform this task very well, using available 
customer data [6]. He suggested using this credit 
scoring from unconventional data sources for online 
lenders to enable them to investigate and detect 
changes in customer behavior over time and target 
unsecured customers based on their claims data [7]. 
In a rapidly developing economy, credit plays a very 
important role. Several prediction models have been 
developed to predict credit risk with many different 
variables [8]. The information provided by the 
candidates constitutes the variables of our analysis 
[9]. Machine learning algorithms have dominated 
many different industries [10]. Several aspects need 
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to be taken into account to make credit scoring 
models understandable and to provide a framework 
for making "black box" machine learning models 
transparent, audible, and solvable [11]. With the 
rapid development of corporate lending in China, 
the creation of a high-risk credit scoring system has 
become an important measure of financial 
guarantees [12]. Non-performing loans are a serious 
problem in the banking sector. Credit rating models 
used logistic regression and linear discriminant 
analysis to identify potential defaulters [13]. 
Financial institutions are faced with the need to 
assess the creditworthiness of the borrower applying 
for the loan. The best results are observed for 
randomization [14]. The best prediction results are 
obtained using conventional synthesis techniques, 
namely, packing, random forest, and Bo 
improvement [15]. Replacing subjective analysis 
with objective credit analysis using deterministic 
models would benefit Brazilian credit unions [16]. 
The model quadruples the accepted default rate to 
break even from 8% to 32% [17]. Several 'rejection 
inference' methods attempt to exploit the available 
data for candidates that were rejected during the 
learning process [18]. It then quantifies each 
indicator and defines criteria for evaluating the 
assessment results [19]. It then quantifies each 
indicator and defines criteria for evaluating the 
assessment results [20]. A good credit rating 
decision support system allows telecom operators to 
measure the creditworthiness of subscribers in detail 
[21]. Current research on credit scoring in 
microfinance is limited to genetic and regression 
algorithms, which excludes newer machine learning 
algorithms [22]. General psychometric modeling is 
effective in predicting lifetime consumer mortgage 
behavior [23]. The development of accurate 
analytical credit scoring models has become an 
important goal of financial institutions [24]. 
Choosing the optimal techniques, whether attribute 
selection techniques, attribute assignment 
techniques, or ML resampling mechanisms and 
classifiers to support the coverage decision is 
challenging and doable. The integrated SVM-
Logistic model is complementary and has a high 
evaluation density [26]. For domain adaptation 
problems, transfer learning techniques are often 
used; however, it is very difficult to run accurate 
predictions of unknown domain datasets in CSM 
because name distributions may be different 
depending on domain properties [27]. The 
Dempster-Shafer synthesis method allows accurate 
labeling by exploiting the advantages of both 
methods [28]. Rural credit is one of the most 
important inputs for agricultural production in the 

world. However, it is the banking or non-banking 
institutions that will decide how to apply this 
advanced technology to reduce human biases in the 
credit decision-making process [29]. This particular 
model performs better than multilayer 
backpropagation networks, probabilistic neural 
networks, radial basis functions, and regression 
trees, as well as other advanced classifiers [30]. A 
credit default prediction model based on a complex 
graph network can reflect nonlinear relationships 
between borrower characteristics and default risk 
and higher-order relationships between borrowers 
[31]. The XGB model has obvious advantages in 
both feature selection and classification 
performance over logistic regression and the other 
three tree-based models [32]. Application of radial-
based neural network model along with optimal 
segmentation algorithm in credit scoring model of 
personal loans to banks or other financial 
institutions [33]. In a nonlinear method that 
eliminates the obvious subjective and artificial 
factors, the evaluation results are more objective and 
effective [34]. The multiple averaging methods can 
effectively reduce the diversity of the results, and 
the accuracy will not be significantly reduced by the 
different proportions of training and prediction sets 
[35]. In emerging markets, there is a gap between 
having a credit rating or credit score and having no 
credit history [36]. It assists borrowers in the 
fundraising process, allowing any number and size 
of lenders to participate [37]. The training of the 
model will be performed using machine learning-
based algorithms such as; Random Forest, Extreme 
Gradient, Boost, Mild Gradient Boost, Adaboost, 
and ExtraTrees [38]. Measuring credit risk is 
essential for financial institutions due to the high 
level of risk associated with bad credit decisions. 
The recent Basel Accord specifies that reserve 
requirements have increased according to risk [39]. 
A credit score is a central component of a 
corporation's lending. The combination of credit 
scoring and machine learning can integrate a 
relatively complete functionality into the credit 
scoring process [40]. The model structure is 
determined by hyperparameters, aiming to address 
the time-consuming and labor-intensive manual 
adjustment problem, and the optimization method is 
used for adjustment [41]. The SCSRF model 
parameters were optimized by grid search [42]. 
Credit ratings are becoming increasingly important 
in the financial sector. By changing the number of 
nodes in a Spark cluster, the execution time of these 
algorithms is compared and the analysis of variance 
compares the execution time of each algorithm with 
an increasing number of nodes [43]. To reduce the 
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negative impact of the unbalanced dataset on the 
performance of the credit rating model, the SMOTE 
technique was used to rebalance the target training 
dataset [44]. There are relatively few transparency 
models that take interpretability and clarity into 
account [45]. To identify eligible end customers 
from defaulters, a credit scoring model is used to 
reliably screen the credit data using a combination 
of Min-Max normalization and linear regression. 
[Forty-six]. The support vector machine is the most 
widely used classifier for credit rating and, although 
the system performs well, it does not apply 
collateral approaches [47]. Corporate insolvency has 
significant negative effects on the economy. The RF 
algorithm shows utility in credit risk management 
[49]. Maximum machine learning is used as a 
scoring tool for the credit risk assessment model 
[50]. Intensive machine learning enables multilayer 
neural networks to perform operations to facilitate 
operations and business dynamics [51]. The 
proposed P2P personal credit scoring model is 
superior to both individual models and other sets of 
criteria [52]. The influence of controlling 
shareholder characteristics on corporate risk has 
been a popular topic of debate in academic and 
theoretical circles [53]. Online personal loans are a 
new form of lending [54]. The method assigns terms 
to the embedding space, groups the linguistically 
related terms into semantic clusters, and then selects 
the flexible semantic items corresponding to the 
semantic clusters [55]. Object selection techniques 
or object selection techniques should be 
incorporated in predictive model building to 
improve prediction performance [56]. According to 
the application scenario of credit scoring of personal 
credit data, the test data set is cleaned, the separated 
data is coded as HOT and the data is normalized 
[57]. The incorporation of macroeconomic variables 
can improve the performance of existing models 
[58]. To confirm the effectiveness of the proposed 
credit rating model, experiments were conducted 
with realistic credit data sets for comparison [59]. 
The accuracy and kappa values for all four methods 
exceeded 90 %, and RF outperformed other rating 
models [60]. Three hybrid AI models have been 
studied, including decision tree: artificial neural 
network, decision tree: logistic regression, and 
decision tree: dynamic Bayes network [61]. Online 
financial institutions lack effective methods to 
evaluate personal credit, which seriously hinders the 
development of personal credit business [62]. More 
and more attention is paid to the use of machine 
learning algorithms to predict people's credit ratings 
in the era of artificial intelligence [63]. Because 
there are many unusual users in these data, they are 

"real but fake data" of personal credit rating [64]. 
The model built there performed well on some of 
the scales used to compare it to other commonly 
used raters [65]. Blockchain, decision trees, and 
other technologies can effectively improve the 
transparency of personal credit information in the 
field of Internet finance [66]. Based on the seed 
neural network, a predictive model of the 
probability of granting formal credit to farmers was 
built [67]. Geospatial data collection from location-
based services can provide location evidence during 
spatial information analysis [68]. Due to the rapid 
increase in the number of personal loan applications, 
the importance of credit risk assessment for 
practitioners and researchers is increasing [69]. 
Using blockchain, decision trees, and other 
technologies, this paper designs the credit rating 
process and establishes the individual credit rating 
technology [70]. CNN is used to create a model to 
predict individual credit default, and ACC and AUC 
are taken as performance indicators for the model 
[71]. The model includes five dimensions 
participation, positivity, frequency, eligibility rate, 
and impact [72]. The feasibility analysis of the 
selected models is carried out through rigorous 
experiments with real data describing the client's 
ability to repay loans [73]. 

 
In Section II, a systematic literature search 

methodology was performed. Here you can see if 
the search was performed for the entire year (2018) 
onwards specified by the exclusion criteria (Table 
4). We obtained a total of 73 journal articles and 
conference proceedings. The year with the most 
journals published was 2021, with 27 records and 
Scopus leads in quantity in this range of years with 
25 publications, as shown in Table 8. 

 
Table 8. Publication over the years 

Source 
Last five years 

Total 
2018 2019 2020 2021 2022 

Taylor & 
Francis 

1 1  1 3 6 

ProQuest  1 5 10  16 
WOS   2 2  4 

IEEE Xplore 1 1 4 2  8 
ScienceDirect  1   1 2 

Scopus 1 4 11 7 2 25 
EBSCOhost 1 1 2 1 2 7 

Wiley Online 
Library 

   2 1 3 

IOP    2  2 
ERIC      0 

Google 
Scholar 

     0 

Total 4 9 24 27 9 73 
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Specific machine learning algorithms for 
classifying the quality of knowledge in the system 
(in this case, a decision tree algorithm using a 
training model [58]) work as follows: The algorithm 
recognizes whether the knowledge quality is high, 
medium, or low [8]. The knowledge quality attribute 
[63] is satisfied. This is determined by the training 
model itself and must be identified when creating 
the training model dataset [17]. Subsequently, the 
algorithm analyzes the knowledge. The algorithm 
continues with the following perspective when a 
perspective receives a score until all views receive a 
knowledge quality score [57]. 

For practitioners, the direct application of the 
results provided in the study should be done 
carefully using some of the techniques found 
(supervised and unsupervised learning). This 
evidence suggests that the field of study is 
developing promptly, so directly applying the 
techniques and tools used in the study will achieve 
the desired effect of implementing machine learning 
in financial institutions. In particular, we agree with 
[26], that there are several methods and theoretical 
models to apply data mining technology. We also 
believe that careful evaluation of the context in 
which the research is conducted is important to 
assess the generalizability of the findings to change 
in other potential contexts. 

 
 

4 Conclusion 
In conclusion, this study uses a systematic literature 
review (SLR). This iterative process combines all 
existing literature on a particular topic or research 
question. The goal of SLR is to solve a specific 
problem by examining and integrating the results of 
all state-of-the-art surveys that address two or more 
survey questions. The studies found are the best 
available in our time on the subject of the study. The 
most commonly used criterion is "unsupervised 
learning" to determine its basic effectiveness. This 
method identifies how far the current research on 
the use of machine learning has progressed. The 
review work has a total of 73 articles between 
journals and congresses. Similarly, it was found that 
the most suitable study varied between 16 and 17 
pages to answer the highest number of RQs, being 
the publication medium Risk, as well as Expert Syst. 
Appl. and Math. Probl. Eng. being the journals with 
the highest production in the area of machine 
learning. It is claimed that RQ1 provides the basis 
for future comments on the applicability of personal 
credit assessments. Here are some machine learning 
methods to show how machine learning can be 
applied to an individual's credit score. This method 

identifies how far current research on machine 
learning has progressed. Future work will be 
devoted to improving the literature by also taking 
into account questions that have answers by adding 
a wider variety of configurations. 
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